
Global Witness Facebook Advertising DPIA Briefing Paper  

Background  

On 7 September 2021, the DPIA team received a submission from a 

representative of AWO (a data rights law firm – involved in a previous complaint 

to the ICO regarding AdTech; BRAVE). AWO were acting under instruction from 

their client, Global Witness, a Human Rights Organisation NGO that focus on the 

environment, human rights, and the online world.  

AWO submitted a DPIA from Global Witness as a Prior Consultation as per Article 

36 UK GDPR, with drafting assisted by AWO, about the proposal of GWO placing 

job advertisements using Facebook’s ad services (Facebook Audiences).   

The DPIA looked to assess the impact and risk of doing so and ran parallel to 

ongoing Global Witness campaigns looking at digital threats to society whereby 

Global Witness had become aware of reports about the discriminatory effects of 

the advertising mechanisms available on Facebook.  

Global Witness have also instructed Ms. Schona Jolly QC of Cloisters Chambers, 

to assist with a submission to the Equality and Human Rights Committee (this 

has also been included in the DPIA Annexes for reference).  

Global Witness have also released this into the media, stating that they have 

lodged a compliant with the ICO please see the following links:  

https://www.bbc.co.uk/news/technology-58487026  

https://www.globalwitness.org/en/campaigns/digital-threats/how-facebooks-ad-targeting-may-be-

in-breach-of-uk-equality-and-data-protection-laws/  

We have notified the Digital Economy Team, who have not had contact from 

Facebook.  

We have informed comms, in response to press enquiries, that this submission 

to us is not a complaint, and that we are assessing it to see if their assessment 

meets the definition of a DPIA under Article 35, and therefore if their submission 

engages the requirement for the Commissioner to provide advice under Article 

36.  

Comms have issued the following holding line: 

An ICO spokesperson said: “We have been contacted by Global Witness and will 

be discussing the matter further with them in due course.” 

The DPIA Team’s normal procedure will be to review the submission and provide 

a response within 10 days of receipt. AWO’s submission acknowledged this, 

expecting a response by 17 September.  

It should be noted that the DPIA submission to the ICO has been made 

public and is downloadable at the bottom of the Global Witness article.  

In the event the request for consultation is rejected, it is possible we will see a 

revised submission, which may resolve any technical deficiencies in the 

document.  



Conclusion  

• While Global Witness’ media statements suggest they have lodged a 

complaint with the ICO, in reality they have declared an intention to use 

Facebook, which can’t proceed due to identified risk.  

• Their submission relies on Facebook being a joint controller for the 

processing, a position which may be supported by recent caselaw.  

• While their intention to use Facebook for this purpose may be in doubt, 

their submission may require a substantive response – even if our initial 

review suggests that this iteration of their submission does not meet the 

criteria.  

• Any response for advice would be time-bound, should the requirement be 

engaged.   

Recommendations for actions  

1. Notify ET of receipt of this DPIA, and current plan of action as outlined 

below.   

 

2. Establish whether this meets the criteria for Prior Consultation to engage a 

written response from the DPIA team. This must be established and 

confirmed to the stakeholder no later than 17 September 2021. Based on 

our initial review, we are looking to engage with policy legal on the 

question of deficient DPIAs as expressed in Bridges v SWP. (See below 

for legal advice).  

 

3. Continue to monitor media in relation to this issue, this issue has already 

been made widely public and their DPIA has been published.  

 

4. Consider (alongside DET and other colleagues) if Facebook should be 

made aware of this approach, and whether as joint controller they would 

be a party to our advice.   

 

5. If the requirement for advice is engaged, consideration is required on our 

response, and what technical expertise can be secured to support, given 

the possible deadline.  

We stand ready to meet with you to discuss this issue further, we hope to come 

to a view early next week on the nature of the DPIA.  

 

 

 

 

 

 

 



 

Annex 1: Reasons for the DPIA and previous engagement with AWO  

Reasons for Prior Consultation 

The DPIA has completed due to the GWO proposal meeting the following criteria 

for high-risk processing:  

• Denial of service: denial of opportunities through discrimination in 

contravention of the Equality Act.  

• Data matching: Facebook Audiences involve data matching with Global 

Witness’ data.   

• Tracking: the products track individual behaviour to select and segment 

them for advertising.  

The reasons for Prior Consultation are as follows:  

• Infringement of Article 5(1)(a) (Fairness) – DPIA deems from evidence, 

historical accounts, and legal advice that there is a likely risk of 

discrimination using Facebook’s advertising tools. Through a violation of 

the Equality Act. (This will be explained in more detail below).  

 

• Infringement of Article 22 – Facebook’s delivering of advertisements is 

automated, and it is Global Witness’ opinion that natural persons being 

denied an opportunity to know of a job they are suitable for based on this 

automation amount to a ‘significant affect’.  

 

• Article 22 UK GDPR: ‘The data subject shall have the right not to be 

subject to a decision based solely on automated processing, including 

profiling, which produces legal effects concerning him or her or similarly 

significantly affects him or her’.  

 

• Global Witness also stipulate that it is not immediately apparent whether 

Facebook have a lawful basis pursuant to Article 6 UK GDPR and Article 9 

UK GDPR.  

Residual risks remain due to a lack of realistic technical mitigation to these 

issues. Global Witness explain that Facebook alone controls the advertising 

delivery system. They also expressed that when raising these issues with 

Facebook (March/April 2021) they did not provide a substantive response. 

(Facebook refused to comment on the report supplied).  

Global Witness also cited legal cases that had been undertaken in the US against 

Facebook’s job advertising platform whereby this case law suggests that even 

where an advertiser attempted to ensure they are not discriminating, the system 

may in turn lead to discriminatory outcomes. Furthermore, previous 

amendments made by Facebook because of legal cases in the US only apply in 

the US and Canada, and so as a British business Global Witness are not 

protected from these amendments to avoid discrimination.  

 



 

Current/historic ICO engagement  

AWO have previously been involved in complaints to the ICO: BRAVE. AWO also 

worked on the prosecution of Cambridge Analytica.  

Following contact with Tech, specifically Peter Brown the following was 

established: 

The specific focus on Facebook’s targeting algorithm is not something the ICO 

has looked at and can be considered a gap in knowledge.  

Analysis of recent social media guidelines for EDPB 902/2021) has been 

undertaken however this largely focused on the issue of controllership - the 

‘targeter’ (the advertiser, in this case Global Witness) would be a joint controller 

with the platform they operate on (in this case Facebook). – This is also a 

position that Global Witness take.  

Audience segmentation as part of Operation CEDERBERG has been considered in 

some detail and is covered in the ICO’s political campaign guidance.  

It has not yet been confirmed by Investigations, but it is not believed that any 

investigative work into this has been conducted in the ICO.  

Contact with the Digital Economy Team confirmed that the scope of work they 

had undertaken focused on consent and default settings. 

Annex 2: Understanding the discrimination case being presented 

This is based on two factors:  

1) History of discriminatory advertising on the platform  

• 2016 Propublica article found Facebook exclude users by Race. Washington State 

Attorney General investigation discovered the platform allowed advertisers to 

exclude African American, Latinx and other ethnic affinities from seeing ads. 

Facebook agreed to make significant changes to roll out in US – no longer provide 

advertisers with tools to discriminate based on race, creed, national origin, 

veteran or military status, sexual orientation, and disability status.  

 

• Lawsuits that Facebook settled 2019 e.g., ACLU and National Fair Housing 

Alliance.  

 

• US Dept. of Housing and Urban Development (‘HUD’) brought proceeding against 

Facebook alleging that their advertising delivery and audience targeting 

algorithms permitted discrimination. HUD also alleged that if advertisers try to 

circumvent these systems by targeting adverts at an unrepresented group, 

Facebooks algorithm will not deliver the ad to those people. – Case ongoing.  

 

2) Contemporaneous evidence of discriminatory practices  

• Facebook advert for 10,000 to join Facebook product and engineering team - data 

made available by Facebook for that advert provides age breakdown and metrics 

show highest demographic to see ad was men aged between 25 and 34. – Not 



clear to Global Witness how OR whether this advert was specifically targeted at 

a younger male demographic by Facebook or whether such demographic 

targeting was caused or delivered by an algorithm.  

 

• Facebook have a self-regulatory and self-certified non-discrimination policy.  

 

• Global Witness research to provide Facebook breach these policies and 

procedures through an ad focused on sectarian divide in Northern Ireland. 

Facebook admitted it breached. - Facebook responded that “People’s interests are 

based on their activity on Facebook –- such as the pages they like and the ads 

they click on –- not their personal attributes.”23 However, Global Witness’ 

concern is that the “activity on Facebook” does reveal individual attributes – 

including special category data such as religious beliefs.  

 

• Global Witness research: 4 job adverts (as seen in media) – mechanics, nursery 

nurses, pilots, and psychologists. No targeting preferences placed on the adverts 

other than to adults in the UK. Accompanied by a gender-neutral image. Global 

Witness selected their ‘traffic/links’ objective which is purported to deliver ads to 

the people most likely to click on them. The figures show that adverts are 

delivered in a manner that will result in discrimination based on protected 

characteristics.  

 

• Other findings: Algorithm Watch, Academics and Recent Investigations.  

Annex 2 legal advice  
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All,
 
For info – you may recall that the civil society group Global Witness last
week accused Facebook of discriminatory practices in the way that its
algorithms target job adverts to certain users, noting that it had submitted
‘complaints’ to the ICO and EHRC on this matter.  
 
In parallel, their legal representatives submitted a DPIA for prior
consultation seeking our advice in relation to a series of ‘test adverts’ placed
by them via Facebook Audiences in April 2021. They contend that the
proposed usage of Facebook Audiences meets the following criteria for ‘high
risk’ processing:
 

Denial of service: denial of opportunities through discrimination in
contravention of the Equality Act.
Data matching: Facebook Audiences involve data matching with Global
Witness’ data. 
Tracking: the products track individual behaviour to select and segment
them for advertising.

 
We have confirmed with colleagues across the organisation that this is the
only ‘complaint’ the ICO has received on the matter. If accepted for prior
consultation, this DPIA would have required the ICO to provide advice on the
issue of the alleged discriminatory bias in Facebook Audiences in the area of
recruitment.
 
On review,  we are confident that this
submission does not engage the requirement for prior consultation with the
Commissioner. This is because the processing has already occurred. We do
not consider that this matter is best examined via the DPIA process and
timelines and instead have agreed with HPI colleagues (@Elizabeth Baxter
and @James Hayward) that they will examine this case further and
determine next steps.
 
In keeping with our published service standards we will respond to Global
Witness’s legal representatives tomorrow to confirm our position in relation
to prior consultation and inform them that a further review is underway. We
will also share a link to our open call for views on our recruitment practices
code, which remains open until 21 October.
 
A line to take on this case is already in place following the media coverage
last week:
 

An ICO spokesperson said: “We have been contacted by Global
Witness and will be discussing the matter further with them in due
course.”

 
We have agreed with comms that we will continue to use this line should
Global Witness publicise our response to their prior consultation request, or
look to frame this as the ICO ‘rejecting’ their complaint. Please let me and



@Ian Deasha know should you have any queries in relation to this matter.
 
Thanks,
Stephen
 

Stephen Almond
Director of Technology and Innovation
Information Commissioner’s Office, Wycliffe House, Water Lane,
Wilmslow, Cheshire SK9 5AF
T. 0330 313 1640  F. 01625 524510  ico.org.uk  twitter.com/iconews
Please consider the environment before printing this email

 
 




